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Selcan Kayahan1∗, Korhan Günel2 ID, Urfat Nuriyev3,4 ID

1Department of Computer Science, Institute of Science, Ege University, İzmir, Türkiye
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Abstract. In this study, it is aimed to extract the learning concepts from the educational contents, to segment

the context into some overlapped text blocks that have semantic integrity, and to label the paragraphs with in the

text blocks with multiple learning concepts. The study uses the History of Art book taught in schools affiliated

to the Republic of Turkey Ministry of National Education. Natural language processing and heuristic clustering

techniques are applied on the book and it is aimed to determine which learning concepts are associated with each

paragraph of the document. For this purpose, feature vectors representing the parsed text blocks are extracted

and the Particle Swarm Optimization clustering technique is applied after applying Principal Component Analysis

on the feature vectors. In addition, the segmented text blocks matched with the learning concepts presented by

an expert in the book to make a performance analysis of the proposed system. Then, the weighted mean squared

error is calculated by comparing expert opinions and system outputs. The obtained results give hope about

educational content can be decomposed into text blocks labeled with more than one learning concept.
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1 Introduction

Concept is a general design that includes common features of objects or events and gathers them
under a common name (Turkish Language Association, 2022). Concepts can also be expressed as
basic mental formations that people need in their lives. Objects, events, facts are distinguished
and understood in the human mind through concepts. A person’s each experience means the
restructuring of concepts, thus scenes, schemas and networks of meaning (Bozkurt, 2003). When
the educational documents (textbooks) taught in schools are examined, it is seen that a “concept
list” is given for each unit or for the whole book. The purpose of giving this list is to ensure that
the learner knows the concepts related to that unit or chapter before starting to work on the unit
or chapter. Thus, the learner understands that the subject he/she will start learning is about
“what” in general. In short, the learner becomes aware of what he/she needs to learn in advance.
This situation helps the learner to reconstruct the scenes, schemas and networks of meaning in
his/her mind and facilitates the learning of the subject. Therefore, it is important that the
concepts given in the textbooks are given completely, accurately and in a way that covers the
whole subject. With the proposed model in this study, using the text segmentation approach, a
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single training document is separated into text blocks and these text blocks are automatically
labeled with more than one learning concept. For this purpose, a minimal set of learning concepts
within the educational content was determined by using heuristic/metaheuristic optimization
techniques, machine learning and statistical language models. Then, the document was divided
into overlapping text blocks and each paragraph of the text was labeled with teaching concepts
through these text blocks.

Looking at the study from a different point of view, it can be interpreted that the proposed
model allows the indexing of text blocks within a single document, based on the logic of indexing
documents by search engines. Seen from a higher perspective, a customized search engine model
for educational documents is proposed. For example, the learner wants to learn about the
“derivative of the closed function” in mathematics. Instead of directing the learner to the
document containing the “derivative” topic, the developed model will be able to list all the text
blocks in which the specified concept and related sub-concepts (for example, “chain rule”) are
explained.

The rapidly increasing amount of data in the digitalized world has also shown its effect in
the field of education. In educational sciences, analyzing data collected from instructors and
learners is one of the basic steps. With this analysis, learners can be guided and road maps
can be presented so that they can continue their learning processes effectively. Baker (2016)
emphasizes that there are not enough studies proving that artificial intelligence systems are valid
and reliable and that it is necessary to conduct studies in this field. In a study conducted by
Sommerhoff et al. (2018) in the USA, educational technologies were defined as “contexts that
facilitate the analysis of real-world problems”.

Ouyang & Jiao (2021) proposed three different paradigms for the appropriate use of artificial
intelligence techniques in educational technologies. Their proposed idea advocates the hypothesis
that artificial intelligence is used as a tool to represent knowledge and cognitive learning models,
and that learners are users of these services. In their second approach, learners take part in
training the system in cooperation with artificial intelligence and thus artificial intelligence works
as a training support system. The last thought is that artificial intelligence is defined as a tool
managed by learners and used by learners to improve their own level. Zhai et al (2021) presented
a literature review in which they presented a hierarchical model for artificial intelligence methods
to be implemented in the field of education. However,Nabiyev & Erümit (2020) state that
studies to determine the technical and pedagogical effects of artificial intelligence on educational
environments are not yet sufficient. An opposite idea is found in the study of Lacity & Willcocks
(2017). It has been stated by some researchers that whether artificial intelligence studies in the
field of education will replace teachers in the future.

Recently, ChatGPT, which has become very popular, can be one of the candidate AI ap-
plication for integrating big data analysis and artificial intelligence issues into the educational
technology tools. Indeed, ChatGPT is a natural language processing model based on the GPT-
3.5 architecture developed by OpenAI. It has been trained on large text corpora. In this way,
it supports features such as multilingual support, semantics and grammar conformity. Natural
language processing techniques in GPT-3.5 include word distribution, focusing on specific word
groups, word root detection, sentence structure analysis and word meaning comparison. We
asked ChatGPT the following question about our study: “Can you label paragraphs with more
than one concept in a Turkish text?” Its answer was:

“Yes, tagging paragraphs in Turkish text with multiple concepts is possible.
For instance, a paragraph can contain both history and culture concepts or
both economic and political concepts. The crucial point is to select appropriate
concepts based on the content of the paragraphs.

As an example, let’s consider the following paragraph: In the last period of
the Ottoman Empire, economic crisis and political instability had affected the
country. While the majority of the people living in poverty, minority groups
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were maintaining their privileged positions.”

We can tag this paragraph with both ‘economy’ and ‘politics’ concepts. Ad-
ditionally, the ‘culture’ concept is also present in the paragraph, as the last
period of the Ottoman Empire is an essential period for Turkish culture.”

With this origin, in this study, it is emphasized how the proposed machine learning and
multi-labeled text segmentation approach can be used in educational technologies. In machine
learning, document classification and labeling is not considered a new research topic and it is
possible to come across many studies in the literature. However, multi-labeling differs from
classical classification approaches in many ways.

Burkhardt & Kramer (2018) stated that multi-label classification problems can be solved
by machine learning methods, which are divided into two classes: problem transformation ap-
proaches and adaptive algorithm approaches. Problem transformation approaches are based
on a very simple basis with the logic of labeling data with more than one classifier. In adap-
tive algorithm approaches, a single classifier works with an online learning approach, constantly
updating the arbitrary parameter values needed for the algorithm to work according to the data.

Moyano et al. (2018) presented a literature review article for multi-labeled classifiers. A sim-
ilar study consists of a literature review for multi-labeling approaches in unbalanced datasets
(Tarekegn et al., 2021). In both studies, the differences and emerging difficulties between la-
beling data with a single label and multi-labeling approaches were highlighted. Tarekegn et
al. (2021) divided multi labeling approaches into four different groups as resampling, adaptable
classification, ensemble and cost-sensitive methods. For the performance analysis of the meth-
ods, the criteria presented in the literature were examined under three main headings as sample,
label and ranking-based criteria.

Liu et al. (2005) proposed a multi-labeling approach in their sentiment analysis study on
microblog posts, but they achieved an accuracy rate of 0.344. In addition, Tarekegn et al.
(2021) evaluated the Hamming loss score, subset accuracy score, example-based F1 score, micro
and macro F1 scores, average precision value, coverage, and an error values, which were also
mentioned in their literature review, as performance criteria.

Kumar et al. (2018) proposed a multi-label classification approach based on hierarchical
placement logic in their approach, which they named MLC-HMF, and they experienced this
approach with ready-made data sets created in different fields. What should be emphasized in
the study is that the accuracy rate obtained for the data set created especially in the field of
education is limited to 0.294± 0.021.

Lee et al. (2019) developed a memetic search algorithm to identify distinctive features for
document classification. In the study, the authors classified the documents into one or more
categories from eleven different categories, such as Art, Computer, Education, based on the
differences in tag frequencies. They compared their proposed approach with seven different filter
and spiral-based feature selection approaches. As a performance criterion of the method, the
accuracy scores were calculated separately for each category. It is seen that the accuracy rates
obtained for different categories in the study vary between 0.1322± 0.0082 and 0.5345± 0.0082
values.

Yang & Liu (2019) developed a method for multi-labeled text classification based on par-
allel encoding and serial decoding approach. The model they developed actually consists of a
combination of convolutional neural networks and an encoder that extracts local neighborhood
information and global interaction information from the source text. This model was tested
on three different datasets and micro-F1 scores of 0.893, 0.725 and 0.825 were obtained for
each dataset, respectively. These values appear to be quite reasonable for document classifiers
applying multi-labeling.

In a similar study, Aljedani et al. (2020) carried out a hierarchical approach to multi-labeling
and labeling on Arabic texts. With their suggestions optimizing the parameters of the HOMER
(Hierarchy Of Multilabel classifiER) algorithm, which uses more than one classifier, they have
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achieved an accuracy rate of 0.758 and an average micro-F1 score of 0.853 for multi-labeling.

As can be easily observed in all these studies, the success rates of multi-labeling approaches
are quite low compared to classical single-label classification and clustering approaches and are
still not at a sufficient level. In addition, no study has been found in the literature in which
multi- labeled classifiers have been applied to educational technologies.

However, almost all of the document classification studies were carried out on a collection
of documents gathered under a corpus. Natural language processing studies carried out on
a single document are almost nonexistent. In the study, the idea of going one step beyond
the classical document classification and labeling the learning concepts automatically extracted
from the content of a single document and the text blocks in the document and thus labeling the
document with more than one concept is unique. Content analysis on text blocks in a document
is relatively more difficult than content analysis on the entire document. The main reason for
this is that the number of words contained in text blocks is much less. To solve this problem,
the idea was developed to split the document into blocks of text with common paragraphs. Such
an approach has not been encountered in the literature. In this context, it is thought that the
study will scientifically add a unique value to the literature in the fields of natural language
processing and machine learning.

Natural Language Processing is a sub-branch of artificial intelligence. It includes methods
and techniques based on the processing of texts written in natural language. Text segmentation
is one of the study areas of natural language processing. Text segmentation is an important
step in making sense of texts (Li et al., 2022b). In other words, text segmentation ensures that
the boundaries between adjacent sections on certain topics are determined, thus revealing the
semantic integrity or difference within a large text (Pak & Teh, 2017). Li et al. (2022b) stated
that text segmentation has become a fundamental study field in natural language processing,
which is handled at different levels of granularity.

There are many reasons why document segmentation is useful for text analysis. One of the
main reasons is that they are smaller and more consistent than entire documents. Another
reason is that each partition is used as analysis and access units (Oh et al., 2007). There are
also studies that apply text segmentation in semantic analysis. Lattisi et al. (2022) proposed a
method using semantics in text segmentation. Hoon & Wei (2017) used a technique in which
information is organized into segments called values to improve the search algorithm.

On the other handDuan et al. (2012) applied text segmentation in the field of view mining
to determine the direction in which user opinions tend to and to identify related features. Text
segmentation also forms the basis of applications for automatically annotating and summarizing
text within document content. Adding annotations to a document in natural language processing
is usually done by tagging or coloring the important parts of the text with metadata. This is
usually done at the word or sentence level.

By dividing the documents into small subsections, the text segmentation methods that enable
the determination of the relations between these subsections can be used to determine the
semantic similarities and differences on the educational materials. As a matter of fact, Qingrong
et al. (2016) conducted a text segmentation study on Chinese poems in order to determine
whether text segmentation facilitates the cognitive learning process and its effect on rhythmic
reading speed.

This study is based on the logic of tagging each block separately by simply segmenting the
educational documents into blocks of text in overlapping paragraphs. Thus, it is ensured that
the paragraphs in each text block are labeled with one or more learning concepts.

There are learning concepts in written materials such as educational documents, textbooks,
and resource books, which have a lot of use, especially at the k-12 level. Exacting learning
concepts within a specific learning field is often a difficult, controversial, time-consuming and
insignificant process even for an expert in this field Günel et al. (2016). Analysing the docu-
ments with data processing methods helps to make a semantic analysis of the resources used in
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education, to determine what the documents mean, and to determine the relationships between
the teaching concepts and the general resource. Text segmentation is a method that divides
documents into small subsections and enables the relationships between these subsections to
be seen. Text segmentation methods can determine semantic similarities and differences on
educational materials.

In this study, by analyzing the books prepared by the Ministry of National Education and
shared as open access, it is aimed to label the text blocks in the education document with the
learning concepts regardless of the learning area for learners. For this purpose, the content
was analyzed using natural language processing, machine learning and heuristic or non-heuristic
optimization techniques.

2 Methodology

The information in a document consists mainly of the semantics of words (Dinçer & Karaoğlan,
2003). In vector-based methods, which are frequently used in the field of information retrieval,
texts are represented by the words they contain and/or vectors consisting of different features
of the text (Meadow et al., 2000; Bilgin, 2019).

For most individuals, it is quite difficult to determine where to start working on a subject
they are interested in. In order to achieve the learning objectives, a general roadmap is needed
under the supervision of an expert. However, as the subject becomes more specialized in the
individual learning process, it becomes increasingly difficult to create this roadmap based on the
individual’s personal knowledge level and to find an expert who will create this map. Zubrinik
et al. (2012) suggested that information retrieval and management systems can assist in the
creation of a learning plan, that is, roadmaps, by acting as an expert. If a person learns the
concepts and the relationships between them by using this roadmap, he/she will also reach the
learning goals.

In the study, it was aimed to identify the learning concepts from the unstructured raw data
text- containing learning materials and to label the text with teaching concepts by segmenting
it.

Preprocessing: In the study, all educational contents are considered as word strings. In the
preprocessing stage, all words in the documents were first converted to lowercase letters, then
multiple spaces and line jump characters were removed from the documents. The documents
are also free of all mathematical formulas, numbers, variables and symbols. Special characters
and punctuation marks such as #,%,& and $ were then removed from the documents. At the
end of the preprocessing, the all contents are transformed into a word sequence with only one
space between consecutive words.

Stemming: While stemming, which is one of the main problems in the fields of information
retrieval and natural language processing, can be done more easily in languages such as English,
whose morphological structure is not very complex, it is very difficult in agglutinative languages
such as Turkish because of the semantic and structural changes in the suffix sentence. In the
study, syllable-based stemming approach was used to determine the longest stem. The Turkish
spelling algorithm first determines the position of the vowels, and if there is no vowel, it separates
the word into syllables from the index in which the first vowel is found. After the spelling process,
it has been tried to find the longest body of a word that has a suffix, taking into account the
states of the noun (presence, separation, denotation), the spelling of the word with its suffixes
and its softening. After each suffix removed from the word, it was checked whether the rest of
the word was in the dictionary by using the binary search algorithm.

In the next step, we propose a heuristic approach to segmentation of preprocessed documents.
In the first step of the approach, as seen in Figure 1, the text is separated into sub-text blocks
containing common paragraphs. In Figure 1, it is visually shown that overlapping sub-text
blocks are removed from the document by quoting from the Art History book taught in schools
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Figure 1: Parsing text blocks with common paragraph

affiliated to the Ministry of National Education of Turkey. The idea of creating overlapping
text blocks is unique in terms of revealing the relationships between text blocks and facilitating
multi-labeling.

Each text block formed after this process on a single document is considered as a separate
text file and feature extraction is applied for these text blocks. It is obvious that text blocks
contain much fewer words compared to the document. For this reason, the bag of words model is
created by using monograms and bigrams while extracting the feature vectors that characterize
the text blocks. One of the research problems that arise at this point is to determine the size
of the bag of words model. Considering that each text block contains a different number of
monograms, it is clear that the size of the bag of words can be as much as the number of words
of the text blocks containing the minimum number of monograms. However, the size of the
bag of words can be decisive for classification or clustering. After the feature vectors of the
text blocks were extracted, dimensionality reduction was applied using Principal Component
Analysis.

The steps of this phase continue as follows:

n-gram extraction: After the all contents were preprocessed, n-terms for 1 ≤ n ≤ 6 were
extracted. The n-term is a sequence of n consecutive words. In order to create the attributes of
each n-term, firstly, the frequency of the n-terms in the text should be extracted. In order to do
this quickly, the starting and ending positions of n consecutive words in the text are stored in two
separate strings. Then, while n-terms are sorted alphabetically with the quicksort algorithm,
they are sorted simultaneously in sequences showing the starting and ending positions of the
terms. The time complexity of the quicksort algorithm is O(m. log(m)) in the best case and
O(m2) in the worst case, m specifying the number of terms to be sorted. Thus, the same terms
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are ordered one after the other and it is easy to determine whether two consecutive terms are the
same using only the differences between the start and end positions. If the lengths of the terms
are the same, whether two consecutive terms are the same is decided by using the Boyer-Moore
text matching algorithm (by scanning character by character from right to left). Since the texts
to be compared are of the same length, if m is the number of characters in the word, the time
complexity of this operation will be O(1) in the best case and O(m) in the worst case. If two
consecutive words are the same, their frequency is increased by 1 and the next two consecutive
n-terms are compared. If the words are not the same, the first n-terms are added to the word
pool with their frequency.

According to the n-gram model, the monograms and bigrams in the whole document were
extracted. The n-gram model is a probabilistic language model and works according to the
Equation 1 (Manning et al., 2009; Günel et al., 2016).

P (wi|wi−(n−1) · · ·wi−1) = dfracC(wi−(n−1) · · ·wi−1wi)C(wi−(n−1) · · ·wi−1) (1)

n-gram filtering: One of the important problems with the extraction of n-terms as candidate
learning concepts is whether the first or last word of the n-word sequence is a stop word. If so,
this n-gram should be ignored. Because learning concepts in educational content cannot start or
end with a single word. For example, while the expressions “swarm intelligence” and “particle
speed” are learning concepts in the field of “Global Optimization”, the word sequences ”swarm
intelligence with” and ”particle speed and” are not learning concepts.

Stop words are words that do not make sense on their own in the document and have
low discrimination value when the text as a whole is taken into account. However, although
they are displayed with high frequency in the document, they only have syntactic functions in
the sentence, they do not contribute much to the information extraction systems in terms of
semantics. For these reasons, they are often overlooked. There are different approaches in the
literature for the removing stop words. In classical methods, words are compared with words
in the stop word pool. In approaches based on Zip’s law, expressions consisting of a single
word with a high frequency in the document are seen as a stop word and deleted if the reverse
document frequency is also low. In Mutual Information approaches, the problem is considered
as a classification problem and single words with low mutual information value are considered as
stop words. In the term-based random sampling approach, stop words are tried to be determined
on randomly selected text phrases by using the Kullback-Leibler separation measure. There are
different techniques based on these four approaches in the literature. In the study, two of these
methods were hybridized to determine the stop words. After eliminating the n-terms whose first
or last word is a stop word, the spelling check phase was started (Kumova & Karaoğlan, 2017).
At this stage, the statistical approach proposed by Aşliyan et al. (2007) was used. The stated
approach is based on the probability of successive Turkish letters and the detection of misspelled
words.Aşliyan et al. (2007) determined the misspelled words with an accuracy rate of 97% by
using the probability of succession of 3-letter sequences. In this study, n-word sequences that
could not pass the spelling check were removed from being a candidate learning concept.
Generating feature vectors: In the study, some of the features used in natural language
processing applications have been changed appropriately for the learning concept extraction
problem. The attributes used are briefly summarized as follows:

• n: word count in candidate learning concept tj , tj = w1w2 . . . wn

• Frequency: The number of times that tj , which is a candidate learning concept, is occurred
in the educational content, f(tj)

• Term Frequency: The ratio of the n-gram frequency of the tj word string to the total
frequency of all n-grams of the training content, tf(tj)

• Text Block Frequency: tj number of text blocks containing the word string, df(tj).
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Figure 2: Positioning of text blocks on the plane after PCA process for History of Art History
textbook

• Inverse Text Block Frequency: In this study, inverse document frequency value, which is
one of the indispensable attributes in document classification and approaches to clusters,
has been reinterpreted as Inverse Text Block Frequency since it is studied on a single

document. This value is calculated by the equation itbf(tj) = log
(

N
df(tj)

)
where N is the

number of all text blocks in the document d.

• Text Block Frequency - Inverse Text Block Frequency: The similar approach specified
in the previous attribute was used for the term frequency - inverse document frequency
attribute, and the text block frequency - inverse text block frequency values were obtained.
This value is calculated as tbf − itbf(tj) = tbf(tj)× itbf(tj) for each tj word string.

Normalization: In the study, min-max normalization was used to the feature vectors of each
candidate learning concept defined with the above-mentioned feature values. Thus, it is ensured
that the attribute values take values in the range of [0,1].In addition, the minimum number of
candidate learning concepts included in each text block was calculated and the feature vectors
of the text blocks were created with the bag of words approach by using the feature vectors of
the calculated number of word sequences.

Dimensionality Reduction: Dimensional reduction with Principal Component Analysis (PCA)
was applied on the normalized feature vectors of the paragraphs (Pearson, 1901). With this
method, the most basic features of the dataset are determined and the dataset is reduced.

PCA approach was applied on the feature vectors of 92 segmented text blocks in the doc-
ument used in the study. The result of determining the principal components and positioning
the text blocks on the plane is shown in Figure 2.

As can be seen in Figure 2, the text blocks are located in the search space with an almost
linear distribution. In addition, considering that most of the data is very close to each other,
it is observed that it is not easy to decompose the data into clusters. In the next stage of the
study, unsupervised clustering approach was used since it was aimed to label independent of the
domain (document content).

Clustering: In this study, instead of the classification approach, the clustering approach is
preferred to automate the labeling process unattended. Clustering is an unsupervised machine
learning method. The reason why clustering approaches are preferred in the study can be
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Figure 3: Clustering of text blocks with (a) k-means (b) PSO for the History of Art textbook

explained with a well-known sentence of Yann Le Cun describing supervised and unsupervised
learning: If intelligence was a cake, unsupervised learning would be the cake, supervised learning
would be the icing on the cake, and reinforcement learning would be the cherry on the cake
(Geron, 2019).

In this study, using the normalized data, text blocks that are heuristically parsed with
the Particle Swarm Optimization method, which is one of the techniques based on the swarm
intelligence approach, are clustered. PSO is a meta-heuristic optimization method introduced
(Kennedy & Eberhart, 1995). In the PSO approach, all particles are initially randomly located
in the search space. In the swarm, the particles quickly gather around the particle with the
best position, using their own cognitive information and the information they obtained from the
swarm.

In this study, the position vectors of the particles indicate the coordinates of the cluster
centers. After the document used in the study was parsed into 92 different text blocks, each
text block was described with a feature vector. Considering that the text will be labeled with
14 different teaching concepts, it is aimed to gather 92 text blocks under 14 clusters. For this
purpose, in the first step of PSO, a swarm of particles is created to randomly distribute in the
search space, which is limited by the range of minimum and maximum values of the feature
vectors components. The position vector of each particle in the swarm is defined to contain
the coordinates of the 14 candidate cluster centers. The particle swarm contains a total of 50
particle with dimensions of 14 × 2. At each step of the algorithm, the distances of the feature
vectors of the text blocks to the centers are calculated. Therefore, a distance matrix of type
92× 14 is created for 92 paragraphs and 14 clusters.

Then, the cluster center to which each text block is closest is determined and the text block
is included in this cluster. After this process for each particle, the total distance of the feature
vectors of all text blocks from the cluster centers to which they are included, and the cost of
the particle are determined. After the costs of the particles are determined, the particle with
the lowest cost in the swarm is determined. After this stage, the positions of the particles are
updated in each iteration with the classical PSO approach. When the maximum number of
iterations is reached, it can be observed that all particles gather around the particle with the
best position in the swarm, that is, the optimal position of the cluster centers. As a result, this
location is used to determine cluster centers. Text blocks are automatically labeled using this
particle’s position vector.

Two different clustering approaches, k-means and PSO, were tested in the study. Labeling
of the data shown in Figure 3 with the k-means and PSO approach is shown in Figure 4a and
Figure 4b. In Figure 3, each color indicates a separate learning concept (cluster), while oval
shapes represent cluster centers.
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Table 1: Some statistical information about the document

Qualification Value
Total word count 6213
Stop words count 1196
Paragraph count 91
Monogram count 5017
Singular monogram count 1546
Bigram count 5351
Singular bigram count 4843
Monograms average count per block of text 369.856
Singular monograms average count per block of text 138.747
Monograms average count per paragraph 68.659
Singular monograms average count per paragraph 55.131
Learning concepts count 14
Ratio of learning concepts to singular monograms 0.009
Average learning concept count tagged by the expert and per paragraph 1.626
Text blocks count tagged with a single learning concept by the expert 49
Text blocks count tagged with double learning concept by the expert 27
Text blocks count tagged with three learning concept by the expert 15
Average learning concept count tagged by the system and per paragraph 2.286
Text blocks count tagged with a single learning concept by the expert 12
Text blocks count tagged with double learning concept by the expert 41
Text blocks count tagged with three learning concept by the expert 38

3 Experimental Results

In the study, the Art History History book, which is taught in schools affiliated to the Ministry of
National Education of the Republic of Turkey, was used. “Bağımsızlık”, “Kut”, “Toy”, “Töre”,
“ülke”, “Divan”, “Saray”, “Reâya”, “İstimalet”, “Ulus Devlet”, are the learning concepts in the
Art History book. Some statistical data about the content of the book are presented in Table 1.

After preprocessing the book content, it was parsed into 91 overlapping text blocks and these
text blocks were labeled with concepts by the expert. As can be seen in Table 1, after manual
labeling, it was observed that the expert using 14 concepts labeled each text block of the book
with an average of 1.626 learning concepts. The expert labeled only 15 of the 91 text blocks with
three different learning concepts. 27 text blocks were labeled with 2 different learning concepts.
It was observed that the remaining 49 text blocks were labeled with only 1 learning concept.

After expert opinions, n-gram extraction, creation of feature vectors, dimension reduction
was done with Principal Component Analysis. Then, clustering was applied with the Particle
Swarm Optimization (PSO) approach. The main reason for choosing this approach is that it
aims to automatically label blocks of text regardless of the field. Particle Swarm Optimization
does clustering with unsupervised learning. The text blocks as a result of clustering are labeled
as seen in Figure 4.

As can be seen in Figure 4, each paragraph is labeled with at least one and at most three con-
cepts. The dataset produced from the document, including expert opinions, was made available
in XML format1.

For system performance measurement, expert opinions and system outputs were compared.
The path followed for the performance measure is briefly summarized below.

If LC is the set of learning concepts obtained from document d containing N paragraphs,
for k = 1, 2, . . . , N , the function is defined in Equation 2 for i, j ∈ {1, 2, 3}.

χk(i, j) =

{
0, if ok,j = tk,i
1, otherwise

(2)

where Tk = {tk,i ∈ LC | tk,i is ith label determined by the expert for the kth paragraph}, and
Ok = {ok,j ∈ LC | ok,j is jth label determined by the system for the kth paragraph}

1https://github.com/kgunel/veriseti-Sanat-Tarihi
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Figure 4: Labeling of text blocks containing common paragraphs. The labels “Sanat”, “Sanatçı”
and “Estetik” equivalent in English words Art, Artist and Aesthetics respectively.

In this case the mean square error for the multi-labeling system is calculated by the Equation
3.

MSE =
1

N

∑
k=1

N (χk(i, j))2 (3)

In addition, a heuristic weighting has been implemented for the labels according to their
order of importance. Accordingly, considering that each paragraph is labeled with at least one
and at most three concepts, the target labels were indexed with i = 1, 2, 3 respectively, and the
weights were graded with 0.6, 0.3 and 0.1 values, respectively. In this case, the weighted mean
squared error is calculated with the Equation 4

wMSE =
1

N

∑
k=1

N (0.6χk(1, j) + 0.3χk(2, j) + 0.1χk(3, j))2 (4)

The numbered paragraphs in the study are divided into text blocks consisting of three para-
graphs, starting from the first paragraph. Thus, blocks of text are formed heuristically to include
paragraphs 1−3, 2−4, 3−5, . . . When the last paragraph of the document is reached, a cyclic text
justification approach is used by pretending that the document is going back to the beginning.
The basic logic of this approach is based on the idea that similar concepts can be mentioned
in the introduction and conclusion sections of the document. Therefore, the final text blocks
created include paragraphs 90, 91, and 1, and paragraphs 91, 1, and 2. As a result of the study,
mean square errors were obtained as wMSE = 0.557 for k-means and wMSE = 0.527 for PSO
clustering approach. This value can be interpreted as the primary weighted learning concept is
clearly determined for each paragraph, and the secondary weighted learning concepts are suc-
cessfully identified in some of the paragraphs. As it can be understood from the weighted mean
square error formula, if no learning concept belonging to a paragraph can be determined, that is,
if all the labels made for this paragraph are incorrect, an error of 1 unit is obtained. Therefore,
an error of up to N units can be obtained for N paragraphs. This can be seen with the maximum
amount of error that can be obtained by precisely labeling each paragraph with three different
learning concepts. If some of the paragraphs are labeled with fewer learning concepts, the label
weights can be updated so that the maximum error amount to be obtained is still N. In order to
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meet this condition, it is sufficient that the sum of the weights of the learning concepts grading
their relations with the text blocks is 1. The average error amount per paragraph is still 1 unit.
Therefore, the error wMSE value should be in the range of [0,1]. As a matter of fact, the 0.5
unit weighted mean square error indicates that one of the three labels for each paragraph can be
clearly identified, while a part of the second label agrees with the expert’s opinion. As can be
seen, in both clustering methods used in the proposed model, the wMSE values were calculated
very close to each other. Independent of the clustering approach, similar labeling is important
in order to show the consistency of the approach.

4 Discussion and Conclusion

Considering that natural language processing applications have gained importance in almost ev-
ery field, it will be seen that text processing methods are also needed on educational documents.
In particular, it is seen as an important problem area to reveal which subject the materials
taught as textbooks “talk” about. Determining the concepts in the books in a complete, correct
and way to cover the whole subject will ensure that the education is qualified. In this study, it is
aimed to determine how much the chapters in a book taught in high schools are related to which
concepts. The fact that the most frequently mentioned words and concepts in the Art History
History book, which is used as a data source in the study, are “culture” and “civilization”, has
brought a certain limitation to the study. The proposed method has also been done previously
using a different book. In addition, it is thought to be carried out and tested on different fields
and by increasing the variety of documents. At the end of the study, many research problems
such as how many paragraphs a text segment should contain, whether the paragraph count
can be determined dynamically to be different for each text block, examining the effect of the
clustering approach to be chosen on performance, determining the number of learning concepts
to be used in labeling the text blocks.

One of the limitations of this study is the application of the proposed approach on a single
document. Although the setup of the study was done in this direction, it is planned to develop
a method in order to make efficient text segmentation and labeling in documents on different
subjects, regardless of the field, in the continuation of the study.

In addition, in the continuation of the study, it is aimed to develop an adaptive self-testing
system model with the multi-labeled text segmentation approach and to determine the necessary
standards for the integration of the model into educational support systems. It is aimed to
update the labeling system in line with the feedback provided by the learners to the system
during the self-testing process. In this way, it is aimed to direct the learners to the text segments
where the learning concepts introduced in the topic and related sub-learning concepts are found
rather than the whole topic presented in the educational document. Thus, in the individual
learning process, a visual roadmap will be presented to the learner by descending to the level of
learning concepts within the subject rather than the subject.
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